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Session 8: Privacy, Data and Cybersecurity 
We will start by looking at a recent case regarding the extent of the Federal Trade Commis-
sion’s authority in connection with a data breach, then turn to a situation regarding data col-
lection by Google, concerns over data collection in connection with Pokemon Go and finally 
to a recent order of the Federal Communications Commission regarding data collection by 
broadband providers. 

Federal Trade Commission v. Wyndham Worldwide Corp. 
799 F.3d 236 (3rd Cir. 2015) 
AMBRO, Circuit Judge. The Federal Trade Commission Act prohibits “unfair or deceptive 
acts or practices in or affecting commerce.” 15 U.S.C. § 45(a). In 2005 the Federal Trade 
Commission began bringing administrative actions under this provision against companies 
with allegedly deficient cybersecurity that failed to protect consumer data against hackers. 
The vast majority of these cases have ended in settlement. 

On three occasions in 2008 and 2009 hackers successfully accessed Wyndham Worldwide 
Corporation’s computer systems. In total, they stole personal and financial information for 
hundreds of thousands of consumers leading to over $10.6 million dollars in fraudulent 
charges. The FTC filed suit in federal District Court, alleging that Wyndham’s conduct was 
an unfair practice and that its privacy policy was deceptive. The District Court denied 
Wyndham’s motion to dismiss, and we granted interlocutory appeal on two issues: whether 
the FTC has authority to regulate cybersecurity under the unfairness prong of § 45(a); and, 
if so, whether Wyndham had fair notice its specific cybersecurity practices could fall short of 
that provision. We affirm the District Court. 

I. Background 

A. Wyndham’s Cybersecurity 
Wyndham Worldwide is a hospitality company that franchises and manages hotels and sells 
timeshares through three subsidiaries. Wyndham licensed its brand name to approximately 
90 independently owned hotels. Each Wyndham-branded hotel has a property management 
system that processes consumer information that includes names, home addresses, email ad-
dresses, telephone numbers, payment card account numbers, expiration dates, and security 
codes. Wyndham “manage[s]” these systems and requires the hotels to “purchase and config-
ure” them to its own specifications. Compl. at ¶ 15, 17. It also operates a computer network 
in Phoenix, Arizona, that connects its data center with the property management systems of 
each of the Wyndham-branded hotels. 

The FTC alleges that, at least since April 2008, Wyndham engaged in unfair cybersecurity 
practices that, “taken together, unreasonably and unnecessarily exposed consumers’ personal 
data to unauthorized access and theft.” Id. at ¶ 24. This claim is fleshed out as follows. 
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1. The company allowed Wyndham-branded hotels to store payment card information in 
clear readable text. 

2. Wyndham allowed the use of easily guessed passwords to access the property manage-
ment systems. For example, to gain “remote access to at least one hotel’s system,” which was 
developed by Micros Systems, Inc., the user ID and password were both “micros.” Id. at ¶ 
24(f). 

3. Wyndham failed to use “readily available security measures”—such as firewalls—to 
“limit access between [the] hotels’ property management systems, ... corporate network, and 
the Internet.” Id. at ¶ 24(a). 

4. Wyndham allowed hotel property management systems to connect to its network with-
out taking appropriate cybersecurity precautions. It did not ensure that the hotels imple-
mented “adequate information security policies and procedures.” Id. at ¶ 24(c). Also, it 
knowingly allowed at least one hotel to connect to the Wyndham network with an out-of-
date operating system that had not received a security update in over three years. It allowed 
hotel servers to connect to Wyndham’s network even though “default user IDs and pass-
words were enabled ..., which were easily available to hackers through simple Internet search-
es.” Id.And, because it failed to maintain an “adequate[] inventory [of] computers connected 
to [Wyndham’s] network [to] manage the devices,” it was unable to identify the source of at 
least one of the cybersecurity attacks. Id. at ¶ 24(g). 

5. Wyndham failed to “adequately restrict” the access of third-party vendors to its network 
and the servers of Wyndham-branded hotels. Id. at ¶ 24(j). For example, it did not “restrict[] 
connections to specified IP addresses or grant[] temporary, limited access, as necessary.” Id. 

6. It failed to employ “reasonable measures to detect and prevent unauthorized access” to 
its computer network or to “conduct security investigations.” Id. at ¶ 24(h). 

7. It did not follow “proper incident response procedures.” Id. at ¶ 24(i). The hackers used 
similar methods in each attack, and yet Wyndham failed to monitor its network for malware 
used in the previous intrusions. 

Although not before us on appeal, the complaint also raises a deception claim, alleging that 
since 2008 Wyndham has published a privacy policy on its website that overstates the com-
pany’s cybersecurity. 

We safeguard our Customers’ personally identifiable information by using industry stand-
ard practices. Although “guaranteed security” does not exist either on or off the Internet, we 
make commercially reasonable efforts to make our collection of such [i]nformation con-
sistent with all applicable laws and regulations. Currently, our Web sites utilize a variety of 
different security measures designed to protect personally identifiable information from un-
authorized access by users both inside and outside of our company, including the use of 128-
bit encryption based on a Class 3 Digital Certificate issued by Verisign Inc. This allows for 
utilization of Secure Sockets Layer, which is a method for encrypting data. This protects con-
fidential information—such as credit card numbers, online forms, and financial data—from 
loss, misuse, interception and hacking. We take commercially reasonable efforts to create and 
maintain “fire walls” and other appropriate safeguards.... 
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Id. at ¶ 21. The FTC alleges that, contrary to this policy, Wyndham did not use encryp-
tion, firewalls, and other commercially reasonable methods for protecting consumer data. 

B. The Three Cybersecurity Attacks 
As noted, on three occasions in 2008 and 2009 hackers accessed Wyndham’s network and 
the property management systems of Wyndham-branded hotels. In April 2008, hackers first 
broke into the local network of a hotel in Phoenix, Arizona, which was connected to Wynd-
ham’s network and the Internet. They then used the brute-force method—repeatedly guess-
ing users’ login IDs and passwords—to access an administrator account on Wyndham’s net-
work. This enabled them to obtain consumer data on computers throughout the network. In 
total, the hackers obtained unencrypted information for over 500,000 accounts, which they 
sent to a domain in Russia. 

In March 2009, hackers attacked again, this time by accessing Wyndham’s network 
through an administrative account. The FTC claims that Wyndham was unaware of the at-
tack for two months until consumers filed complaints about fraudulent charges. Wyndham 
then discovered “memory-scraping malware” used in the previous attack on more than thirty 
hotels’ computer systems. Id. at ¶ 34. The FTC asserts that, due to Wyndham’s “failure to 
monitor [the network] for the malware used in the previous attack, hackers had unauthorized 
access to [its] network for approximately two months.” Id. In this second attack, the hackers 
obtained unencrypted payment card information for approximately 50,000 consumers from 
the property management systems of 39 hotels. 

Hackers in late 2009 breached Wyndham’s cybersecurity a third time by accessing an ad-
ministrator account on one of its networks. Because Wyndham “had still not adequately lim-
ited access between... the Wyndham-branded hotels’ property management systems, [Wynd-
ham’s network], and the Internet,” the hackers had access to the property management serv-
ers of multiple hotels. Id. at ¶ 37. Wyndham only learned of the intrusion in January 2010 
when a credit card company received complaints from cardholders. In this third attack, 
hackers obtained payment card information for approximately 69,000 customers from the 
property management systems of 28 hotels. 

The FTC alleges that, in total, the hackers obtained payment card information from over 
619,000 consumers, which (as noted) resulted in at least $10.6 million in fraud loss. It fur-
ther states that consumers suffered financial injury through “unreimbursed fraudulent charg-
es, increased costs, and lost access to funds or credit,” Id. at ¶ 40, and that they “expended 
time and money resolving fraudulent charges and mitigating subsequent harm.” Id. *** 

III. FTC’s Regulatory Authority Under § 45(a) 

A. Legal Background 
The Federal Trade Commission Act of 1914 prohibited “unfair methods of competition in 
commerce.” Pub.L. No. 63-203, § 5, 38 Stat. 717, 719 (codified as amended at 15 U.S.C. § 
45(a)). *** After several early cases limited “unfair methods of competition” to practices 
harming competitors and not consumers, see, e.g., FTC v. Raladam Co.,  283 U.S. 643 
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(1931), Congress inserted an additional prohibition in § 45(a) against “unfair or deceptive 
acts or practices in or affecting commerce,” Wheeler-Lea Act, Pub.L. No. 75-447, § 5, 52 
Stat. 111, 111 (1938). 

For the next few decades, the FTC interpreted the unfair-practices prong primarily 
through agency adjudication. But in 1964 it issued a “Statement of Basis and Purpose” for 
unfair or deceptive advertising and labeling of cigarettes, 29 Fed.Reg. 8324, 8355 (July 2, 
1964), which explained that the following three factors governed unfairness determinations: 

(1) whether the practice, without necessarily having been previously considered un-
lawful, offends public policy as it has been established by statutes, the common law, 
or otherwise—whether, in other words, it is within at least the penumbra of some 
common-law, statutory or other established concept of unfairness; (2) whether it is 
immoral, unethical, oppressive, or unscrupulous; [and] (3) whether it causes substan-
tial injury to consumers (or competitors or other businessmen). 

Id. 
In 1994, Congress codified the 1980 Policy Statement at 15 U.S.C. § 45(n): 

The Commission shall have no authority under this section ... to declare unlawful an 
act or practice on the grounds that such act or practice is unfair unless the act or 
practice causes or is likely to cause substantial injury to consumers which is not rea-
sonably avoidable by consumers themselves and not outweighed by countervailing 
benefits to consumers or to competition. In determining whether an act or practice is 
unfair, the Commission may consider established public policies as evidence to be 
considered with all other evidence. Such public policy considerations may not serve 
as a primary basis for such determination. 

FTC Act Amendments of 1994, Pub.L. No. 103-312, § 9, 108 Stat. 1691, 1695. Like the 
1980 Policy Statement, § 45(n) requires substantial injury that is not reasonably avoidable by 
consumers and that is not outweighed by the benefits to consumers or competition. It also 
acknowledges the potential significance of public policy and does not expressly require that 
an unfair practice be immoral, unethical, unscrupulous, or oppressive. 

B. Plain Meaning of Unfairness 
Wyndham argues (for the first time on appeal) that the three requirements of 15 U.S.C. § 
45(n) are necessary but insufficient conditions of an unfair practice and that the plain mean-
ing of the word “unfair” imposes independent requirements that are not met here. Arguably, 
§ 45(n) may not identify all of the requirements for an unfairness claim. (While the provi-
sion forbids the FTC from declaring an act unfair “unless” the act satisfies the three specified 
requirements, it does not answer whether these are the only requirements for a finding of un-
fairness.) Even if so, some of Wyndham’s proposed requirements are unpersuasive, and the 
rest are satisfied by the allegations in the FTC’s complaint. 

First, citing FTC v. R.F. Keppel & Brother, Inc., 291 U.S. 304 (1934), Wyndham argues 
that conduct is only unfair when it injures consumers “through unscrupulous or unethical 
behavior.” Wyndham Br. at 20-21. But Keppel nowhere says that unfair conduct must be 
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unscrupulous or unethical. Moreover, in Sperry the Supreme Court rejected the view that the 
FTC’s 1964 policy statement required unfair conduct to be “unscrupulous” or “unethical.” 
405 U.S. at 244 n. 5. Wyndham points to no subsequent FTC policy statements, adjudica-
tions, judicial opinions, or statutes that would suggest any change since Sperry. 

Next, citing one dictionary, Wyndham argues that a practice is only “unfair” if it is “not 
equitable” or is “marked by injustice, partiality, or deception.” Wyndham Br. at 18-19 (cit-
ing Webster’s Ninth New Collegiate Dictionary (1988)). Whether these are requirements of an 
unfairness claim makes little difference here. A company does not act equitably when it pub-
lishes a privacy policy to attract customers who are concerned about data privacy, fails to 
make good on that promise by investing inadequate resources in cybersecurity, exposes its 
unsuspecting customers to substantial financial injury, and retains the profits of their busi-
ness. 

*** Continuing on, Wyndham asserts that a business “does not treat its customers in an 
‘unfair’ manner when the business itself is victimized by criminals.” Wyndham Br. at 21 
(emphasis in original). It offers no reasoning or authority for this principle, and we can think 
of none ourselves. *** We are therefore not persuaded by Wyndham’s arguments that the 
alleged conduct falls outside the plain meaning of “unfair.” *** Having rejected Wyndham’s 
arguments that its conduct cannot be unfair, we assume for the remainder of this opinion 
that it was. 

IV. Fair Notice 
A conviction or punishment violates the Due Process Clause of our Constitution if the stat-
ute or regulation under which it is obtained “fails to provide a person of ordinary intelligence 
fair notice of what is prohibited, or is so standardless that it authorizes or encourages serious-
ly discriminatory enforcement.” FCC v. Fox Television Stations, Inc., ___ U.S. ___ (2012) 
(internal quotation marks omitted). Wyndham claims that, notwithstanding whether its 
conduct was unfair under § 45(a), the FTC failed to give fair notice of the specific cybersecu-
rity standards the company was required to follow. *** 

We thus conclude that Wyndham was not entitled to know with ascertainable certainty 
the FTC’s interpretation of what cybersecurity practices are required by § 45(a). Instead, the 
relevant question in this appeal is whether Wyndham had fair notice that its conduct could 
fall within the meaning of the statute. If later proceedings in this case develop such that the 
proper resolution is to defer to an agency interpretation that gives rise to Wyndham’s liabil-
ity, we leave to that time a fuller exploration of the level of notice required. For now, howev-
er, it is enough to say that we accept Wyndham’s forceful contention that we are interpreting 
the FTC Act (as the District Court did). As a necessary consequence, Wyndham is only enti-
tled to notice of the meaning of the statute and not to the agency’s interpretation of the stat-
ute. 

B. Did Wyndham Have Fair Notice of the Meaning of § 45(a)? 
Having decided that Wyndham is entitled to notice of the meaning of the statute, we next 
consider whether the case should be dismissed based on fair notice principles. We do not 



Picker, The Legal Infrastructure of Business Booth 42201, Autumn, 2016  184 

read Wyndham’s briefs as arguing the company lacked fair notice that cybersecurity practices 
can, as a general matter, form the basis of an unfair practice under § 45(a). Wyndham argues 
instead it lacked notice of what specific cybersecurity practices are necessary to avoid liability. 
We have little trouble rejecting this claim. *** In sum, we have little trouble rejecting Wynd-
ham’s fair notice claim. 

V. Conclusion 
The three requirements in § 45(n) may be necessary rather than sufficient conditions of an 
unfair practice, but we are not persuaded that any other requirements proposed by Wynd-
ham pose a serious challenge to the FTC’s claim here. Furthermore, Wyndham repeatedly 
argued there is no FTC interpretation of § 45(a) or (n) to which the federal courts must de-
fer in this case, and, as a result, the courts must interpret the meaning of the statute as it ap-
plies to Wyndham’s conduct in the first instance. Thus, Wyndham cannot argue it was enti-
tled to know with ascertainable certainty the cybersecurity standards by which the FTC ex-
pected it to conform. Instead, the company can only claim that it lacked fair notice of the 
meaning of the statute itself—a theory it did not meaningfully raise and that we strongly 
suspect would be unpersuasive under the facts of this case. 

We thus affirm the District Court’s decision. 
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Bnftcd States Senate
WASHINGTON, DC 20510-2309

July 12, 2016

Mr.JohnHanke,CEO

Niantic, Inc.

2 Bryant Street, Suite 220
San Francisco, CA 94105

Dear Mr. Hanke:

I am writing to request information about Niantic s recently released augmented reality

app, Pokemon GO, which - in less than a week's time - has been downloaded approximately 7.5
million times in the United States alone. While this release is undoubtedly impressive, I am
concerned about the extent to which Niantic may be unnecessarily collecting, using, and sharing

a wide range of users' personal information without their appropriate consent. I believe

Americans have a fundamental right to privacy, and that right includes an individual's access to
information, as well as the ability to make meaningful choices, about what data are being

collected about them and how the data are being used. As the augmented reality market evolves,

I ask that you provide greater clarity on how Niantic is addressing issues of user privacy and

security, particularly that of its younger players.

Recent reports, as well as Pokemon GO s own privacy policy, suggest that Niantic can
collect a broad swath of personal information from its players. From a user's general profile

information to their precise location data and device identifiers, Niantic has access to a

significant amount of information, unless users - many of whom are children - opt-out of this
collection. Pokemon GO'S privacy policy states that all of this information can then be shared

with The Pokemon Company and "third party service providers", details for which are not
provided, and farther indicates that Pokemon GO may share de-identified or aggregated data

with other third parties for a non-exhaustive list of purposes. Finally, Pokemon GO s privacy
policy specifically states that any information collected - including a child's - "is considered to

be a business asset" and will thus be disclosed or transferred to a third party in the event that

Niantic is party to a merger, acquisition, or other business transaction.

Media reports have also highlighted that Pokemon GO has full access to some users'

Google accounts, which includes their Gmail services. We recognize and commend Niantic for

quickly responding to these specific concerns, and ask for continued assurance that a fix will be

implemented swiftly. When done appropriately, the collection and use of personal information
may enhance consumers' augmented reality experience, but we must ensure that Americans' -

especially children's - very sensitive information is protected.

In light of these uncertainties, I respectfully request that you respond to the following

questions by August 12, 2016:

1. Pokemon GO has stated that it collects a broad array of users' personal information,
including but not limited to a user's profile and account information, their precise

location data, and information obtained through Cookies and Web Beacons. Can you
explain exactly which information collected by Pokemon GO is necessary for the
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provision or improvement of services? Are there any other purposes for which Pokemon
GO collects all of this information?

2. According to reports, Pokemon GO also requests permission to access a number of
mobile capabilities, including but not limited to the ability to control vibration on a
phone, prevent the phone from sleeping, and find contact accounts on the device. Can

you explain exactly which features and capabilities are necessary for Pokemon GO to

access for the provision or improvement of services? Are there any other purposes for
which Pokemon GO has access to all of these features and capabilities?

3. If, in fact, some of the information collected and/or permissions requested by Pokemon

GO are unnecessary for the provision of services, would Niantic consider making this

collection/access opf-in, as opposed to requiring a user to opt-out of the
collection/access?

4. Pokemon GO has stated that users' information can be shared with The Pokemon

Company and "third party service providers". Can you provide a list of current service
providers? Does Pokemon GO also share users' information with investors in Pokemon

GO?

5. Pokemon GO has further indicated that it shares de-identified and aggregate data with
other third parties for a multitude of purposes. Can you more exhaustively describe the

purposes for which Pokemon GO would share or sell such data?

6. Can you describe how Niantic ensures parents provide meaningful consent for their

child's use ofPokemon GO and thus the collection of their child's personal information?

Apart from publicly available privacy policies, how does Niantic inform parents about
how their child's information is collected and used?

7. According to reports, signing into Pokemon GO on iOS through a user's Google account
gives Niantic full access to an individual's Google account without the user's knowledge.

Niantic has since recognized that it erroneously asked for more permissions than it

intended. Can you provide an update on any fix Niantic is seeking to correct this mistake?
Also, please confirm that Niantic never collected or stored any information it gained

access to as a result of this mistake.

Thank you for your prompt attention to this important matter, and please do not hesitate

to contact me, or Leslie Hylton on my staff, at (202) 224-5641.

Sincerely,

^-,
/'"i/'' Y /^t.Z/i^^^--.--....-.

Al Franken
U.S. Senator
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July 22, 2016 

 
Chairwoman Edith Ramirez 
The Federal Trade Commission 
600 Pennsylvania Ave., N.W. 
Washington, D.C. 20580 
 
Dear Chairwoman Ramirez and FTC Commissioners:  
 
 We are writing to you regarding the data collection practices of Niantic, Inc. (“Niantic”), 
a former Google company and the developer of the Pokemon GO app. As you are likely aware, 
Niantic granted itself full access to users’ Google accounts when it first released the Pokemon 
GO app. This was almost certainly in violation of the Federal Trade Commission’s (“FTC”) 
earlier consumer privacy decisions and posed an enormous security risk to millions of Internet 
users who downloaded the app.1 The company concedes that it made a serious mistake, but 
questions remain about the scope of Niantic’s ongoing data collection practices, a similar episode 
involving Google Street View and the Niantic CEO, as well as Niantic’s ongoing relationship 
with Google. These questions raise important privacy issues that we urge the Federal Trade 
Commission (“FTC”) to pursue.  
 
The Developers of Pokemon GO Have Repeatedly Disregarded Consumer Privacy and Security   

 
When Nianitic released Pokemon GO, the company granted itself “full access” to the 

accounts of users who signed up for the game with a Google account.2 Full account access 
allowed the company to view users’ contacts; view and send e-mail; view and delete Google 
Drive documents; access search and map navigation history; and view private photos stored in 
Google Photos.3 At no time did Niantic request user permission for full access to Google 
accounts; users simply logged in to the app via their Google account without receiving any 

                                                
1 Adam Reeve, Pokemon Go is a Huge Security Risk, TUMBLR (July 8, 2016), 
http://adamreeve.tumblr.com/post/147120922009/pokemon-go-is-a-huge-security-risk. 
2 Adam Reeve, Pokemon Go is a Huge Security Risk, TUMBLR (July 8, 2016), 
http://adamreeve.tumblr.com/post/147120922009/pokemon-go-is-a-huge-security-risk. 
3 Andrew Cunningham, iOs Version of Pokemon Go is a Possible Trainwreck, Ars Technica (July 11, 
2016), http://arstechnica.com/gaming/2016/07/pokemon-go-on-ios-gets-full-access-to-your-google-
account/; Adam Reeve, Pokemon Go is a Huge Security Risk, TUMBLR (July 8, 2016), 
http://adamreeve.tumblr.com/post/147120922009/pokemon-go-is-a-huge-security-risk. But see Violet 
Blue, Don’t Believe the ‘Pokemon Go’ Privacy Hype, ENGADGET (July 15, 2016), 
https://www.engadget.com/2016/07/15/dont-believe-the-pokemon-go-privacy-hype/.   
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additional information about what data will be accessed.4 During this time, all users’ full 
accounts were at risk of hacking and data breach. The FTC has previously found similar 
practices to be unfair or deceptive.5 

 
 After widespread public attention6 to this invasive overreach, Niantic and Google 
responded by reducing Niantic permissions to access users’ basic Google account profile 
information.7 Now, when users sign into the app through their Google account –the only option 
currently available – Niantic can view users’ email addresses and associate users with their 
public Google profiles.8  
 
 Notably, this is not the first time that Niantic’s founder and CEO, John Hanke, has been 
at the center of a privacy controversy. Hanke was a co-founder of Keyhole, the company 
purchased by Google to develop Google Earth.9 While at Google, Hanke oversaw the 
development of Google Maps, Earth, and Street View.10 Google Street View raised serious 
privacy concerns when it launched in 2007, sparked by the collection and display of images 
obtained by the Google Street View cameras.11 Google initially defended the program from 
privacy objections with promises that they “have been careful to only collect images that anyone 
could see walking down a public street” and would “be sure to respect local laws.”12 
 

However, in May 2010, following an investigation by an independent privacy agency in 
Germany, Google admitted it had collected a vast amount of Wi-Fi data.13 As the New York 
Times explained at the time, “European privacy regulators and advocates reacted angrily 
Saturday to the disclosure by Google, the world’s largest search engine, that it had systematically 
collected private data since 2006 while compiling its Street View photo archive.”14 As the 

                                                
4 Id.  
5 See, e.g., Compete, Inc., 155 F.T.C. 264 (2013).  
6 Natasha Lomas, Pokemon Go Wants to Catch (Almost) All Your App Permissions, TechCrunch (Jul. 11, 
2016), https://techcrunch.com/2016/07/11/pokemon-go-wants-to-catch-almost-all-your-permissions/; 
Devin Coldewey, Pokemon Go Shouldn’t Have Full Access to Your Gmail, Docs, and Google Account — 
But it Does, TechCrunch (Jul. 11, 2016), https://techcrunch.com/2016/07/11/pokemon-go-shouldnt-have-
full-access-to-your-gmail-docs-and-google-account-but-it-does/; @JJAbraham, Twitter, 
https://twitter.com/jjabraham/status/752612229065936896; @Jose_Pagliery, 
https://twitter.com/Jose_Pagliery/status/752684763023040513. 
7 Sarah Perez, Pokemon Go Promises to Fix the Bug That Let It Access All of Your Google Data, 
TechCrunch (July 12, 2016), https://techcrunch.com/2016/07/12/pokemon-go-promises-to-fix-the-bug-
that-let-it-access-all-your-google-data/ 
8 Apps Connected to Your Account, Google https://support.google.com/accounts/answer/3466521?hl=en.  
9 Glixel Staff, Why We Won’t See More Games Like ‘Pokemon Go,’ ROLLING STONE (July 19, 2016), 
http://www.rollingstone.com/culture/news/why-we-wont-see-more-games-like-pokemon-go-w429840.   
10 Id.  
11 See EPIC, Investigations of Google Street View, https://epic.org/privacy/streetview/  
12 Peter Fleischer, Street View and Privacy, Google Maps (Sep. 24, 2007), 
https://maps.googleblog.com/2007/09/street-view-and-privacy.html.   
13 Alan Eustace, WiFi Data Collection: An Update, Google Blog (June 9, 2010), 
https://googleblog.blogspot.com/2010/05/wifi-data-collection-update.html.  
14 Kevin O’Brien, Google Data Admission Angers European Officials, N.Y. TIMES (May 15, 2010), 
http://www.nytimes.com/2010/05/16/technology/16google.html.  
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investigation unfolded, it became clear that Google sought to conceal the scope of data collection 
that had occurred.15 

 
Google had originally admitted to collecting fragments of Wi-Fi data, but was forced to 

concede that it had collected more than just fragments. Google revealed that it gathered MAC 
addresses (the unique device ID for Wi-Fi hotspots) and network SSIDs (the user-assigned 
network ID name) tied to location information for private wireless networks. Google 
also admitted that it intercepted and stored Wi-Fi transmission data, stating that “in some 
instances entire emails and URLs were captured, as well as passwords.”16  

 
An investigation by the Federal Communications Commission revealed “the data 

collection resulted from a deliberate software-design decision by one of the Google employees 
working on the Street View project.”17 The engineer responsible for this design decision was 
Marius Milner. Notably, both Milner and Hanke are listed as co-inventors in a patent for a 
“location-based parallel reality game” assigned to Google, Inc. Hanke’s Niantic Labs began as 
an internal start-up at Google, where it developed the augmented-reality game Ingress that laid 
the foundation for Pokemon GO.18 Niantic was later spun out of Google in 2015.19  

 
History suggests Niantic will continue to disregard consumer privacy and security, which 

increases the need for close FTC scrutiny as Niantic’s popularity – and trove of sensitive user 
data – continues to grow. Moreover, given the prior history of Google Street View, there is little 
reason to trust the assurance regarding the current state of Niantic’s data collection practices. 
 
Niantic’s Extensive Data Collection Exceeds Functionality Needs for the Pokemon GO App   
 

According to the Pokemon GO Privacy Policy, Niantic collects a vast amount of data 
including users’ email addresses; user names; messages sent to other users; device identifiers; 
user settings; device operating systems; Internet Protocol (IP) addresses; and the web page last 
visited before accessing the app.20  When users sign in to the app through their Google account –
the only option currently available – Niantic can view users’ email addresses and associate users 
with their public Google profiles.21 Niantic does not explain the scope of information gathered 
from Google profiles or why this is necessary to the function of the Pokemon GO app.  
 

                                                
15 Kevin J. O’Brien, Europe Pushes Google to Turn Over Wi-Fi Data, N.Y. TIMES (June 27, 2010), 
http://www.nytimes.com/2010/06/28/technology/28google.html.   
16 Alan Eustace, Creating Stronger Privacy Controls Inside Google, Google Blog (Oct. 22, 2010), 
https://googleblog.blogspot.com/2010/10/creating-stronger-privacy-controls.html.  
17 Google Inc., Notice of Apparently Liability for Forfeiture, DA 12-592.  
18 Robinson Meyer, The Curious Mystery of the Map in Pokemon Go, THE ATLANTIC (July 11, 2016), 
http://www.theatlantic.com/technology/archive/2016/07/where-did-pokemon-go-get-its-map/490799/.   
19 Id.   
20 Pokemon GO Privacy Policy, Niantic (July 1, 2016), 
https://www.nianticlabs.com/privacy/pokemongo/en [hereinafter “Niantic Privacy Policy”].  
21 Apps Connected to Your Account, Google 
https://support.google.com/accounts/answer/3466521?hl=en. 
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Niantic also collects users’ precise location information through “cell/mobile tower 
triangulation, wifi triangulation, and/or GPS.”22 Although users have the ability to limit location 
collection to when the app is in use, many keep the app open at all times to receive alerts of 
potential game activity nearby. The Privacy Policy states Niantic will “store” location 
information and “some of that location information, along with your … user name, may be 
shared through the App.”23 The Privacy Policy does not indicate any limitations on how long 
Niantic will retain location data, how it will use this data, or with whom it will be shared. Nor 
does Niantic explain how indefinite retention of location data is necessary to the functionality of 
the Pokemon GO app. As one industry expert warned, “Pokémon Go’s incredibly granular, 
block-by-block map data, combined with its surging popularity, may soon make it one of, if 
not the most, detailed location-based social graphs ever compiled.”24 Experts predict that much 
of the geolocation data app-makers receive “probably isn’t truly being monetized and utilized to 
its fullest potential” and with the data’s high latent value, the “ultimate goal is a buyout.”25 
 

With Pokemon GO, Ninantic has access to users’ mobile device camera.26 The Terms of 
Service for Pokemon GO grant Niantic a “nonexclusive, perpetual, irrevocable, transferable, 
sublicensable, worldwide, royalty-free license” to “User Content.”27 The Terms do not define 
“User Content” or specify whether this includes photos taken through the in-app camera 
function. As one privacy expert warned, “What’s noticeably absent, however, is any mention of 
what the company does with information collected by the device camera.”28   
 

The Pokemon GO Privacy Policy grants Niantic wide latitude to disclose user data to 
“third-party service providers,” “third parties,” and “to government or law enforcement officials 
or private parties as [Niantic], in [its] sole discretion, believe necessary or appropriate.”29 Niantic 
also deems user data, including personally identifiable information, to be a “business asset” that 
it can transfer to a third party in the event the company is sold.30 The Policy also states that user 
data may be transferred to international locations “where the privacy laws may not be as 
protective as those in [users’] jurisdiction.”31 As one expert observed, in light of Niantic’s broad 

                                                
22 Niantic Privacy Policy.  
23 Id.  
24 Joseph Bernstein, You Should Probably Check Your Pokemon Go Privacy Settings, BUZZFEED NEWS 
(July 12, 2016), https://www.buzzfeed.com/josephbernstein/heres-all-the-data-pokemon-go-is-collecting-
from-your-phone?utm_term=.gf0qBd39l#.mnJpRaq5W.  
25 John Divine, Pokemon Go: Collecting All the Data?, U.S. News & World Report (July 13, 2016), 
http://money.usnews.com/investing/articles/2016-07-13/pokemon-go-collecting-all-the-data.   
26 Pokemon GO, Google Play (July 20, 2016), 
https://play.google.com/store/apps/details?id=com.nianticlabs.pokemongo&hl=en.   
27 Pokemon GO Terms of Service, Niantic (July 1, 2016), 
https://www.nianticlabs.com/terms/pokemongo/en [hereinafter “Pokemon GO TOS”].   
28 Jedidiah Bracy, Pokemon GO, Augmented Reality, and Privacy, IAPP (July 11, 2016), 
https://iapp.org/news/a/pokemon-go-augmented-reality-and-privacy/.  
29 Niantic Privacy Policy. 
30 Id.  
31 Id.   
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statements regarding disclosure of user data and its close ties to Google, “it’s prudent to expect 
some of your location data to end up in Google’s hands.”32 
 

In addition, Niantic retains “information (including your....profile information) and user 
content for a commercially reasonable time period....following termination or deactivation of a 
user’s account” and “some information...in archived/backup copies for our records or as 
otherwise required by law.”33Also under the Terms of Service, users are forced into binding 
arbitration unless they opt-out within 30 days of first accessing the app.34 
 

U.S. Senator Al Franken recently voiced concern over the extent to which Niantic may be 
unnecessarily collecting, using, and sharing a wide range of users’ personal information.35 He 
called on Niantic to identify which features of the game require information collection and 
access to mobile capabilities, whether the data collection is used for other purposes, and if 
Niantic would consider making data collection that is unnecessary to the operation of the game 
an opt-in feature as opposed to opt-out. Pokemon Go shares de-identified and aggregate data 
with other third parties, but does not meaningfully describe the purposes for which it shares or 
sells the data. Consumers are unable to reasonably avoid potential harm from third party 
disclosures and are not informed of the ways in which the data may be used by third parties.36 
 
Niantic’s Data Policies Fail to Comply with Fair Information Practices and Constitute Unfair 
Business Practices  
 

Public attention to the privacy implications of Niantic’s Pokemon GO app have focused 
primarily on Niantic’s failure to disclose its full access to users’ Google accounts. This focus is 
misguided, and does not consider the significant privacy and security risks the app continues to 
pose to its millions of users worldwide. Reliance on disclosure or “notice and choice” places the 
burden on consumers to navigate increasingly complex privacy policies37 and provides no 
substantive privacy protections.38 

The FTC must instead use its unfairness authority under Section 5 of the Federal Trade 

                                                
32 Natasha Lomas, Pokemon GO Wants to Catch (Almost) All Your App Permissions, TECHCRUNCH (July 
11, 2016), https://techcrunch.com/2016/07/11/pokemon-go-wants-to-catch-almost-all-your-permissions/.  
33 Niantic’s “clients, affiliates, or service providers” may also retain this information. 
34 Pokemon GO TOS.    
35 Letter from Al Franken, U.S. Senator, to John Hanke, CEO of Niantic (July 12, 2016), 
http://www.franken.senate.gov/files/letter/160712_PokemonGO.pdf. 
36 Letter from Al Franken, U.S. Senator, to John Hanke, CEO of Niantic (July 12, 2016), 
http://www.franken.senate.gov/files/letter/160712_PokemonGO.pdf. 
37 See Rick Noack, How Long Would It Take to Read the Terms of Your Smartphone Apps? These 
Norwegians Tried It Out, WASH. POST (May 28, 2016) 
https://www.washingtonpost.com/news/worldviews/wp/2016/05/28/how-long-would-it-take-to-read-the-
terms-of-your-smartphone-apps-these-norwegians-tried-it-out/ (reporting an experiment where it  took 
more than 31 hours to read the terms and conditions of 33 popular apps). 
38 See EPIC Reply Comments to FCC, Protecting the Privacy of Customers of Broadband and Other 
Telecommunications Services (July 6, 2016), https://www.epic.org/apa/comments/EPIC-FCC-Privacy-
NPRM-Reply-Comments-07.06.16.pdf. 
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Commission Act39 to prohibit practices by Niantic and other augmented-reality apps that fail to 
conform with Fair Information Practices (“FIPs”). President Obama’s 2012 formulation of FIPs 
in the Consumer Privacy Bill of Rights (“CPBR”) offers a comprehensive framework to protect 
against unfair and deceptive practices.40 The CPBR espouses the following practices: Individual 
Control, Transparency, Respect for Context, Security, Access and Accuracy, Focused Collection, 
and Accountability.41  

Niantic’s failure to comply with FIPs, particularly with its unlimited collection and 
indefinite retention of detailed location data, is “likely to cause substantial injury to consumers 
which is not reasonably avoidable by consumers themselves and not outweighed by 
countervailing benefits to consumers or to competition.”42 

 
Collecting and compiling detailed maps of consumers’ location history causes substantial 

injury to consumers by posing serious safety and privacy risks of abusive data practices and 
identity theft.43 Mobile apps have increasingly become the target of hackers because of the sheer 
volume and sensitivity of valuable data they collect.44 Unsurprisingly, Pokemon has already been 
the target of a cyberattack45 and has received threats of future, more damaging hacks.46 
 

These risks cannot be reasonably avoided because users must completely delete the 
Pokemon GO app and quit playing this popular game to stop Niantic from tracking their location.  
Consumers are thus forced to choose between forgoing their privacy interests and forgoing 
Pokemon GO, and there is no means for users to play the game while preventing their location 
information from being collected and retained indefinitely. There is no evidence that Niantic’s 
collection and retention of location data is necessary to the function of the game or otherwise 
provides a benefit to consumers that outweighs the privacy and safety harms it creates.  

                                                
39 15 U.S.C. § 45.  
40 See EPIC, White House: Consumer Privacy Bill of Rights, 
https://epic.org/privacy/white_house_consumer_privacy_.html.   
41 Id.   
42 15 U.S.C. § 45(n). 
43 See Complaint, Request for Investigation, Injunction, and Other Relief Submitted by 
The Electronic Privacy Information Center in the Matter of Uber Technologies, Inc. (June 22, 2015), 
https://epic.org/privacy/internet/ftc/uber/Complaint.pdf (discussing Uber’s regular abuse of its access to 
customers’ locations). 
44 See, e.g., Alexandra McDonald, Jason McDonell, Caroline Mitchell, Mobile Apps: Redefining the 
Virtual California Economy and the Laws That Govern It, 24 Competition: J. Anti. & Unfair Comp. L. 
Sec. St. B. Cal. 86, 102 (2015); Gartner Says 75 Percent of Mobile Security Breaches Will Be the Result 
of Mobile Application Misconfiguration, Gartner (May 29, 2014), 
http://www.gartner.com/newsroom/id/2753017; Dan Goodin, 1,500 iOS apps have HTTPS-crippling bug. 
Is one of them on your device?, Ars Technica (April 20, 2015), 
http://arstechnica.com/security/2015/04/1500-ios-apps-have-https-crippling-bug-is-one-of-them-on-your-
device/; https://sourcedna.com/blog/20150420/afnetworking-vulnerability.html.  
45 Carli Velocci, Pokémon Go Servers Reportedly Attacked Because It Was Bound to Happen, Gizmodo 
(July 16, 2016), http://gizmodo.com/pokemon-go-servers-reportedly-hacked-because-it-was-bou-
1783779474.  
46 Melanie Ehrenkranz, Hackers Just Issued a Huge Threat to Every ‘Pokemon Go’ Player, Time (July 20, 
2016), http://time.com/4415034/pokemon-go-hackers-poodlecorp/.  
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Niantic’s Unlimited Collection and Retention of User Data Violates COPPA 
 

Niantic’s unlimited collection and indefinite retention of detailed location data violate the 
data minimization requirements under the Children’s Online Privacy Protection Act (COPPA), 
which requires providers to “retain personal information collected online from a child for only as 
long as is reasonably necessary to fulfill the purpose for which the information was collected.”47 
Niantic does not disclose how long location information is retained or what purpose this 
retention fulfills.  
 
The FTC Must Investigate Niantic’s Unfair and Deceptive Practices and COPPA Violation  

 
The Pokemon GO app raises complex and novel privacy issues that require close FTC 

scrutiny. Niantic’s disappointing history with respect to consumer privacy further underscores 
the need for FTC oversight. The FTC should (1) investigate whether Niantic’s data collection 
and retention practices are consistent with FIPs; (2) prohibit Niantic’s policies that are 
inconsistent with FIPs as unfair or deceptive trade practices; and (3) investigate Niantic’s 
ongoing COPPA violations.  

 
Thank you for your consideration of this request. We look forward to working with you 

on these important issues.  
 
      Respectfully Submitted, 
 
       /s/ Marc Rotenberg 
      Marc Rotenberg  
      EPIC President and Executive Director 
 

 /s/ Claire Gartland 
Claire Gartland 
EPIC Consumer Protection Counsel 
 
 /s/ Natashi Amlani 
Natasha Amlani 
EPIC IPIOP Clerk 
 
 

Cc: U.S. Senator Jeff Flake 
U.S. Senator Al Franken 

 U.S. Representative Fred Upton 
U.S. Representative Frank Pallone 

                                                
47 16 C.F.R. § 312.10.  
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FCC ADOPTS PRIVACY RULES TO GIVE BROADBAND CONSUMERS INCREASED 
CHOICE, TRANSPARENCY AND SECURITY FOR THEIR PERSONAL DATA

Rules empower consumers to decide how data are used and shared by broadband providers 

WASHINGTON, October 27, 2016 – The Federal Communications Commission today adopted rules that 
require broadband Internet Service Providers (ISPs) to protect the privacy of their customers. The rules
ensure broadband customers have meaningful choice, greater transparency and strong security protections
for their personal information collected by ISPs.

The rules implement the privacy requirements of Section 222 of the Communications Act for broadband
ISPs, giving broadband customers the tools they need to make informed decisions about how their 
information is used and shared by their ISPs. To provide consumers more control over the use of their 
personal information, the rules establish a framework of customer consent required for ISPs to use and 
share their customers’ personal information that is calibrated to the sensitivity of the information. This 
approach is consistent with other privacy frameworks, including the Federal Trade Commission’s and the 
Administration’s Consumer Privacy Bill of Rights. 

The rules separate the use and sharing of information into three categories and include clear guidance for 
both ISPs and customers about the transparency, choice and security requirements for customers’ personal 
information: 

 Opt-in:  ISPs are required to obtain affirmative “opt-in” consent from consumers to use and share 
sensitive information. The rules specify categories of information that are considered sensitive, 
which include precise geo-location, financial information, health information, children’s 
information, social security numbers, web browsing history, app usage history and the content of 
communications. 

 Opt-out:  ISPs would be allowed to use and share non-sensitive information unless a customer 
“opts-out.” All other individually identifiable customer information – for example, email address 
or service tier information – would be considered non-sensitive and the use and sharing of that 
information would be subject to opt-out consent, consistent with consumer expectations.  

 Exceptions to consent requirements:  Customer consent is inferred for certain purposes 
specified in the statute, including the provision of broadband service or billing and collection. For 
the use of this information, no additional customer consent is required beyond the creation of the 
customer-ISP relationship. 

In addition, the rules include:



 Transparency requirements that require ISPs to provide customers with clear, conspicuous and 
persistent notice about the information they collect, how it may be used and with whom it may be 
shared, as well as how customers can change their privacy preferences;

 A requirement that broadband providers engage in reasonable data security practices and 
guidelines on steps ISPs should consider taking, such as implementing relevant industry best 
practices, providing appropriate oversight of security practices, implementing robust customer 
authentication tools, and proper disposal of data consistent with FTC best practices and the 
Consumer Privacy Bill of Rights.

 Common-sense data breach notification requirements to encourage ISPs to protect the 
confidentiality of customer data, and to give consumers and law enforcement notice of failures to 
protect such information.

The scope of the rules is limited to broadband service providers and other telecommunications carriers. 
The rules do not apply to the privacy practices of web sites and other “edge services” over which the 
Federal Trade Commission has authority. The scope of the rules do not include other services of a 
broadband provider, such as the operation of a social media website, or issues such as government 
surveillance, encryption or law enforcement.

Action by the Commission October 27, 2016 by Report and Order (FCC 16-148).  Chairman Wheeler, 
Commissioner Rosenworcel approving. Commissioner Clyburn approving in part and concurring in part.
Commissioners Pai and O’Rielly dissenting. Chairman Wheeler, Commissioners Clyburn, Rosenworcel, 
Pai and O’Rielly issuing separate statements.  
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FACT SHEET: THE FCC ADOPTS ORDER TO GIVE BROADBAND CONSUMERS
INCREASED CHOICE OVER THEIR PERSONAL INFORMATION

The Federal Communications Commission (FCC) adopted an Order at the October meeting that will give 
consumers the tools they need to choose how their Internet service providers (ISPs) use and share their 
personal data. Building on widely accepted privacy principles, the rules require that ISPs provide their 
customers with meaningful choice and keep customer data secure while giving ISPs the flexibility they 
need to continue to innovate. The rules do not prohibit ISPs from using or sharing their customers’ 
information — they simply require ISPs to put their customers in the driver’s seat when it comes to those 
decisions. The approach the Commission adopted reflects extensive public comments received in 
response to the comprehensive proposal adopted by the Commission in March 2016.

Whose Data Is It Anyway? Consumers Deserve Increased Choice, Transparency, and Security Online
In today's digital world, consumers deserve the ability to make informed choices about their online 
privacy, but there are currently no rules in place outlining how ISPs may use and share their customers’ 
private information. ISPs serve as a consumer’s “on-ramp” to the Internet. Providers have the ability to 
see a tremendous amount of their customers’ personal information that passes over that Internet 
connection, including their browsing habits. Consumers deserve the right to decide how that 
information is used and shared — and to protect their privacy and their children’s privacy online.

First Principles: Designed to Protect Consumers, Evolve with Changing Technology
The FCC’s Open Internet Order reclassified broadband Internet access service as a telecommunications 
service. Section 222 of Title II of the Communications Act requires telecommunications carriers to 
protect the privacy of their customers’ information. The FCC, as mandated by Congress, has successfully 
overseen consumer privacy with regard to the telephone network for decades, and these proposed rules 
would apply that expertise to the world of broadband. 

The rules are designed to evolve with changing technologies and encourage innovation, and are in 
harmony with other key privacy frameworks and principles — including those outlined by the Federal 
Trade Commission and the Administration’s Consumer Privacy Bill of Rights. They also reflect careful 
consideration of the needs of smaller ISPs. The rules give consumers greater control over their ISPs’ use 
and sharing of their personal information, and provide them with ways to easily adjust their privacy 
preferences over time.

Clear Notice: ISPs Must Tell Customers about the Collection, Use, and Sharing of Their Information
Every day, consumers hand over personal information — including very sensitive information — to their 
ISPs simply by using their service. Consumers deserve to know how their provider handles that 
information. The rules require that ISPs, whether they offer mobile broadband or fixed broadband to 
people’s homes, to:

 Notify customers about what types of information the ISP collects about its customers.

 Specify how and for what purposes the ISP uses and shares this information.

 Identify the types of entities with which the ISP shares this information.

Immediate and persistent notification
ISPs must provide this information when a customer signs up for service, and update customers when 
the ISP’s privacy policy changes in significant ways. In addition, the information must be persistently 
available on the ISP’s website or mobile app.
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Multi-stakeholder approach
Recognizing the value of multi-stakeholder processes, the Commission directs the Consumer Advisory 
Committee (CAC) to develop a standardized privacy notice format that is voluntary and can serve as a 
‘safe-harbor’ for those providers that choose to adopt it.  

Increased Consumer Choice: Use of Personal Information Based on Sensitivity
The type of customer consent required for ISPs to use and share their customers’ personal information 
is calibrated to the sensitivity of the information, in line with approaches taken by other privacy 
frameworks, including the FTC’s and the Administration’s Consumer Privacy Bill of Rights. The focus on 
the sensitivity of the information — rather than how it is used — is in line with customer expectations.  
Customers generally want more controls in place before their sensitive information is used or shared.

 Opt-In: ISPs will be required to obtain “opt-in” consent to use and share sensitive information
ISPs will have to obtain affirmative permission from consumers — opt-in consent — to use and 
share sensitive information. The Order specifies categories of information that will be 
considered “sensitive,” including: 

o Precise geo-location (typically the real-
world location of a mobile phone or 
other device)

o Children’s information
o Health information

o Financial information 
o Social Security numbers
o Web browsing history
o App usage history
o The content of communication

 Opt-out: Use and sharing of non-sensitive information would be subject to opt-out consent 
requirements in most cases. All other individually identifiable customer information — for 
example, service tier information — is considered non-sensitive and the use of sharing of that 
information will be subject to opt-out consent, consistent with customer expectations.

 Exceptions to the Consent Requirements:  Customer consent is inferred for certain purposes, 
including:

o Use and sharing of non-sensitive information to provide and market services and 
equipment typically marketed with the broadband service subscribed to by the customer.

o To provide the broadband service, and bill and collect for the service.
o To protect the broadband provider and its customers from fraudulent use of the provider’s 

network.

Implements Strong Protections for De-identified Information
The use and sharing of de-identified information, that is, data that have been altered so they are no 
longer associated with individual consumers or devices, can present fewer privacy concerns than other 
types of consumer data. The rules allow ISPs to use and share properly de-identified information outside 
the consent regime required for other customer data. However, we also recognize that ISPs may have 
the incentive and, increasingly, the technical ability to easily re-identify customer information. 

As such, if an ISP wants to rely on de-identification in its use or sharing of information outside of the 
new consent framework, it must meet the strong, three-part test first articulated by the FTC in 2012 to 
ensure consumer information is not re-identified. ISPs must:
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 Alter the customer information so that it can’t be reasonably linked to a specific individual or 
device.

 Publicly commit to maintain and use information in an unidentifiable format and to not attempt 
to re-identify the data.

 Contractually prohibit the re-identification of shared information.

Prohibits “Take-It-or-Leave-It” Offers
The Order prohibits “take-it-or-leave-it” offers, meaning that an ISP can’t refuse to serve customers who 
don’t consent to the use and sharing of their information for commercial purposes.

Heightens Consumer Protections for Financial Incentives  
Recognizing that so-called “pay for privacy” offerings raise unique considerations, the rules require
heightened disclosure for plans that provide discounts or other incentives in exchange for a customer’s 
express affirmative consent to the use and sharing of their personal information. The Commission will 
determine on a case-by-case basis the legitimacy of programs that relate service price to privacy 
protections. Consumers should not be forced to choose between paying inflated prices and maintaining 
their privacy.

Strengthens Protection of Customer Information
Strong security protections are crucial to protecting consumers’ data from breaches and other 
vulnerabilities that undermine consumer trust and can put their health, financial, and other sensitive 
personal information at risk. Consistent with FTC data security requirements and the NIST cyber-security 
framework, the rules require ISPs to take reasonable measures to protect customer data.  

The rules require that an ISP’s practices be appropriately calibrated to the nature and scope of its 
activities, the sensitivity of the underlying data, the size of the provider, and technical feasibility.
Recognizing that data security is a dynamic and innovative arena, the Order does not provide a check-list 
of required data security activities. The Order does, however, provide guidelines about steps ISPs should 
consider taking to develop reasonable data security practices, such as to:

 Implement up-to-date and relevant industry best practices, including available guidance on how 
to manage security risks responsibly.

 Provide appropriate accountability and oversight of its security practices.

 Implement robust customer authentication tools.

 Properly dispose of data consistent with FTC best practices and the Consumer Privacy Bill of 
Rights.

Includes Common-Sense Data Breach Rules That Protect Consumers’ Right to Know
Consumers have a right to know when their data has been compromised. In order to encourage ISPs to 
protect the confidentiality of customer data, and to give consumers and law enforcement notice of 
failures to protect such information, the rules include common-sense data breach notification
requirements. The requirement is triggered by an ISP’s determination that an unauthorized disclosure 
of a customer’s personal information has occurred, unless the ISP determines that no harm is 
reasonably likely to occur.  

Specifically, in the event of a reportable breach, providers would be required to notify:
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 Affected customers of breaches of their data as soon as possible, but no later than 30 days after 
reasonable determination of a breach.

 The Commission, the Federal Bureau of Investigation, and the U.S. Secret Service of breaches 
affecting 5,000 or more customers no later than 7 business days after reasonable determination
of the breach.

 The Commission at the same time as customers are first notified of breaches affecting fewer
than 5,000 customers.

Harmonization of Broadband and Voice Rules
The new rules also apply to voice services and treat call-detail record information as sensitive 
information in the context of voice services.  By harmonizing the rules that apply to broadband and 
voice services, the Commission is providing clear and consistent privacy and data security protections for 
customers of all telecommunications services. 

Dispute Resolution
Today’s Order reaffirms the right of broadband and voice customers to use the Commission’s informal 
dispute resolution process. In addition, it expresses concern about the impact on consumers from the 
use of mandatory arbitration agreements. The Commission intends to proceed with a rulemaking in 
February 2017 to address mandatory arbitration requirements in contracts for communications services.

Implementation Timeline
The Order gives providers sufficient time to implement the changes required by the rules, while 
adopting an implementation timeline calibrated to ensure that consumers receive the benefit of the 
new rules as quickly as possible.

 The data security requirements will go into effect 90 days after publication of the summary of 
the Order in the Federal Register.

 The data breach notification requirements will become effective approximately 6 months after 
publication of the summary of the Order in the Federal Register.

 The Notice and Choice requirements will become effective approximately 12 months after 
publication of the summary of the Order in the Federal Register. Small providers will have an 
additional 12 months to come into compliance.

What the Rules Do NOT Do:

 Do not regulate the privacy practices of websites or apps, like Twitter or Facebook, over which 
the Federal Trade Commission has authority. 

 Do not regulate other services of broadband providers, such as operation of a social media 
website.

 Do not address issues such as government surveillance, encryption or law enforcement.

###


